# Amazon CloudWatch Alarm Notification Email (Example)

(This email extracted from automated monitoring of a planned temporary outage of production 18f server)

You are receiving this email because your Amazon CloudWatch Alarm "18f-Application-Status" in the US - N. Virginia region has entered the ALARM state, because "Threshold Crossed: 2 datapoints were greater than or equal to the threshold (1.0). The most recent datapoints: [1.0, 1.0]." at "Thursday 25 June, 2015 20:06:13 UTC".

View this alarm in the AWS Management Console:

<https://console.aws.amazon.com/cloudwatch/home?region=us-east-1#s=Alarms&alarm=18f-Application-Status>

Alarm Details:

- Name: 18f-Application-Status

- Description: Application down for more than 10 minutes

- State Change: OK -> ALARM

- Reason for State Change: Threshold Crossed: 2 datapoints were greater than or equal to the threshold (1.0). The most recent datapoints: [1.0, 1.0].

- Timestamp: Thursday 25 June, 2015 20:06:13 UTC

- AWS Account: 766884914534

Threshold:

- The alarm is in the ALARM state when the metric is GreaterThanOrEqualToThreshold 1.0 for 300 seconds.

Monitored Metric:

- MetricNamespace: Defender.ApplicationMetrics

- MetricName: ApplicationDownCount

- Dimensions: [InstanceId = i-ca151935]

- Period: 300 seconds

- Statistic: Average

- Unit: not specified

State Change Actions:

- OK:

- ALARM: [arn:aws:sns:us-east-1:766884914534:18f-support]

- INSUFFICIENT\_DATA:

--

If you wish to stop receiving notifications from this topic, please click or visit the link below to unsubscribe:

<https://sns.us-east-1.amazonaws.com/unsubscribe.html?SubscriptionArn=arn:aws:sns:us-east-1:766884914534:18f-support:86b454d5-ea80-49eb-a1a0-011f05dee20a&Endpoint=steven.winkler@ionep.com>

Please do not reply directly to this e-mail. If you have any questions or comments regarding this email, please contact us at <https://aws.amazon.com/support>